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A B S T R A C T

As an important task for the management of bike sharing systems, accurate forecast of travel
demand could facilitate dispatch and relocation of bicycles to improve user satisfaction. In
recent years, many deep learning algorithms have been introduced to improve bicycle usage
forecast. A typical practice is to integrate convolutional (CNN) and recurrent neural network
(RNN) to capture spatial–temporal dependency in historical travel demand. For typical CNN, the
convolution operation is conducted through a kernel that moves across a ‘‘matrix-format’’ city
to extract features over spatially adjacent urban areas. This practice assumes that areas close
to each other could provide useful information that improves prediction accuracy. However,
bicycle usage in neighboring areas might not always be similar, given spatial variations in built
environment characteristics and travel behavior that affect cycling activities. Yet, areas that are
far apart can be relatively more similar in temporal usage patterns. To utilize the hidden linkage
among these distant urban areas, the study proposes an irregular convolutional Long-Short
Term Memory model (IrConv+LSTM) to improve short-term bike sharing demand forecast. The
model modifies traditional CNN with irregular convolutional architecture to leverage the hidden
linkage among ‘‘semantic neighbors’’. The proposed model is evaluated with a set of benchmark
models in five study sites, which include one dockless bike sharing system in Singapore, and
four station-based systems in Chicago, Washington, D.C., New York, and London. We find that
IrConv+LSTM outperforms other benchmark models in the five cities. The model also achieves
superior performance in areas with varying levels of bicycle usage and during peak periods.
The findings suggest that ‘‘thinking beyond spatial neighbors’’ can further improve short-term
travel demand prediction of urban bike sharing systems.

1. Introduction

Shared bicycles have received increasing attention in urban transportation during the past few decades (Midgley, 2011; Larsen,
2013). As a green transport option for short-distance travel in cities, bike-sharing services can reduce carbon emissions and
enhance last-mile connectivity to public transit (Litman and Burwell, 2006; Steg and Gifford, 2005; Haghshenas and Vaziri, 2012;
Gammelli et al., 2022). During COVID-19 pandemic, bike-sharing is found to be a more resilient mode that can mitigate the fear of
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overcrowding in public transit (Jobe and Griffin, 2021; Hu et al., 2021; Kim, 2021). Given the importance of bike-sharing services
in urban transportation, accurate demand forecasting is crucial for effective rebalancing in daily operations. Many studies attempted
to develop frameworks that can accurately estimate the bicycle demand throughout the city by applying traditional and machine
learning models (Raviv and Kolka, 2013; Dell’Amico et al., 2018, 2014; Singhvi et al., 2015; Kumar and Jain, 1999; Avuglah et al.,
2014; Billings and Yang, 2006; Lee and Fambro, 1999)

In recent years, deep learning approaches have been widely used for predicting short-term traffic demand (Ai et al., 2019; Pan
t al., 2019; Li et al., 2017; Zhang et al., 2017; Li et al., 2021; Zhang et al., 2020b; Ren et al., 2020; Sathishkumar et al., 2020;
ang et al., 2020). A critical task is to model the spatial–temporal dependency in travel demand. Two mainstream architectures,
onvolutional Neural Network (CNN) and Recurrent Neural Network (RNN), are often integrated to capture the spatial and temporal

nformation of traffic demand (Ma et al., 2017; Xiangxue et al., 2019; Fu et al., 2016; Zhao et al., 2017; Du et al., 2019b). Typically,
NN exploits regular convolutional kernels scanning through the input features (e.g., images) to extract spatial characteristics of
ravel demand (LeCun et al., 2015). RNN leverages the extracted temporal dynamic behavior from the past elements of the sequence
o predict the next element (LeCun et al., 2015; Hochreiter and Schmidhuber, 1997). To better capture spatial–temporal information,
everal hybrid deep learning frameworks incorporating both CNN and RNN architectures are developed and these models achieved
ood performance in various traffic prediction tasks (Ai et al., 2019; Li et al., 2021; Zhang et al., 2020b; Ren et al., 2020).

However, CNN has certain shortcomings when it is employed to capture spatial–temporal information of bike sharing demand.
NN achieves desirable performance in object detection for images, because adjacent pixels of the same object are often highly
orrelated. Unlike images, bicycle usage in neighboring urban areas can be quite different due to spatial variations of travel behavior
nd built environmental characteristics (Du et al., 2019a; Xu et al., 2019). On the other hand, for certain areas that are far apart,
he bicycle usage patterns may exhibit similar temporal rhythms. Given the regular shape of convolutional kernels, deep learning
odels with typical CNN architecture are not able to capture the similarities of bike usage patterns among distant urban areas. If

uch similarities can be captured and incorporated into the prediction models, it may further enhance the accuracy and reliability
f bike sharing demand forecast.

To bridge the research gap, this paper introduces an irregular convolutional Long Short-Term Memory model (IrConv+LSTM)
o improve short-term demand forecast for urban bike-sharing systems. The model employs irregular convolutional architecture
o capture the relationship of bicycle usage among distant urban areas. Given the areas being forecast, an irregular convolution
peration is performed over their semantic neighbors, which refer to places that show similar temporal bicycle usage patterns.
wo measures, namely Pearson Correlation Coefficient (IrConv+LSTM:P) and Dynamic Time Warping (IrConv+LSTM:D), are
sed as similarity metrics to identify semantic neighbors for the areas being forecast. The two variants of the proposed model
IrConv+LSTM:P and IrConv+LSTM:D) and several benchmark models are evaluated and compared over bike-sharing systems in
ive cities, including one dockless bike-sharing system in Singapore and four station-based systems in Washington D.C., Chicago,
ew York, and London, respectively.

The remainder of this paper is organized as follows. Section 2 provides a review of relevant literature. Study sites and related
erminologies are introduced in Section 3. Sections 4 and 5 illustrate the methodologies and experimental results. In Section 6, we
onclude the study and discuss possible future research directions.

. Literature review

Many studies have been conducted on traffic demand prediction using either parametric or non-parametric models (Nagy
nd Simon, 2018). In parametric models, data series is modeled as a dynamic variation from a systemic basis. Most parametric
odels adopt filters to estimate parameters that capture the system characteristics for predicting future status. Autoregressive

ntegrated Moving Average (ARIMA) model and Kalman Filter are two typical parametric models (Xu et al., 2017). ARIMA model
ses Autoregressive (AR) or Moving Average(MA) methods to simulate the temporal autocorrelation of a smoothed sequence. The
pplications of ARIMA in traffic prediction include forecasting traffic accidents, traffic status from the perspective of speed, volume
nd travel time (Kumar and Jain, 1999; Avuglah et al., 2014; Billings and Yang, 2006; Lee and Fambro, 1999). Kalman Filtering is
n algorithm for optimal system state estimation by using status equations of linear systems. Similar to ARIMA, Kalman Filtering
ot only predicts traffic status but also assists traffic management and controls (Antoniou et al., 2007; Szeto and Gazis, 1972; van
int and Djukic, 2012). Such parametric models filter a wealth of information based on the strong assumptions of the data. Also,
patial information is not considered in such models. Therefore, the parametric models cannot fully model the spatial–temporal
haracteristics from the historical traffic data.

With the advancement of computing power, machine learning and deep learning models have been increasingly adopted for
ravel demand forecast. These models include Support Vector Machine (SVM), Random Forest, Bayesian Network, Markov Model,
eural Network, and hybrid deep learning models (Zhang and Liu, 2009; Hou et al., 2017; Sun et al., 2006, 2005). In particular,
eep learning models have been attracting much attention in the last decade. Many models are applied to predict the traffic status,
uch as Convolutional Neural Network (CNN), Recurrent Neural Network (RNN) with its variants, encoder–decoder and attention
echanisms for sequential prediction, and Graph Convolutional Network (GCN) for graphic knowledge learning (Ma et al., 2017;
hao et al., 2017; Wang et al., 2020; Zi et al., 2021; Liu et al., 2018; Zhang et al., 2018). For example, Ma et al. establishes a space–
ime matrix representing traffic sensors ordered by road directions and time, then adopts CNN to capture spatial and temporal
nformation for predicting (Ma et al., 2017). In Fu et al. (2016), Zhao et al. (2017) and Shin et al. (2020), RNN and LSTM are
mployed to predict the traffic status, including traffic speed and congestion. To incorporate spatial and temporal characteristics,
2

any scholars also propose several hybrid models to forecast the traffic demands or flows. Zhang et al. employs three residual
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Table 1
Description of research areas.

Para. City

Singapore Chicago Washington D.C. New York London

Spatial resolution 1 Kilometer
Temporal resolution 1 Hour
Training period 16/06–02/08,2017 01/06–30/09,2019 01/06–30/09,2019 01/06–30/09,2019 01/06–30/09,2019
Validation period 03/08–31/08,2017 01/10–25/10,2019 01/10–31/10,2019 01/10–25/10,2019 01/10–31/10,2019

CNNs to capture spatial–temporal information of historical pedestrian flows for predicting citywide crowd flows (Zhang et al.,
2017). In Zhang et al. (2020a), CNN and attention LSTM are adopted to forecast passenger flow in urban rail transit. Ren et al.
adopt residual CNN and LSTM blocks for extracting high-level spatial–temporal information of pedestrian flow volumes to forecast
citywide pedestrian volumes (Ren et al., 2020). In general, deep learning models has achieved better performance in predicting
traffic status than the parametric models.

Deep learning models are also widely used in short-term bike-sharing demand prediction. In general, CNN and GCN are commonly
sed deep learning models to capture the relationship of bicycle usage in prediction tasks with different data aggregation strategies
grid-based and graph-based), respectively (Jiang, 2022). For studies with CNN, the study areas are firstly divided into regular grid
aps based on specific spatial resolutions. Then, CNN is adopted to capture the spatial correlation of bicycle usage from spatially

djacent cells (urban areas) (Li et al., 2021; Miao et al., 2022; Tian et al., 2021). Unlike CNN, GCN captures the usage relationship
n topological space (spectral domain). The topological space is defined based on the relationship between nodes (stations or station
lusters), such as spatial distance or usage correlation matrix (Yang et al., 2020; Lin et al., 2018; Chai et al., 2018). Generally, the
rediction models with CNN can be used to predict bicycle usage across dockless and station-based systems (Li et al., 2021; Ai et al.,
019; Tian et al., 2021). However, the models with GCN are commonly used to forecast the usage in station-based systems (Yang
t al., 2020; Lin et al., 2018; Chai et al., 2018; Li et al., 2019). The topological structure of dockless systems is denser than that of
tation-based systems, leading to time and space complexity increment for model training. Therefore, the prediction models with
NN are more appropriate for predicting bicycle usage over different bike-sharing systems.

. Study areas and data preprocessing

In this study, we use bike-sharing datasets in five different cities to assess the performance of our proposed model. These datasets
nclude one dockless bike-sharing system (DBSS) in Singapore, and four station-based systems (SBSS) in Chicago, Washington D.C.,
ew York, and London, respectively. The datasets of SBSS are collected from the bicycle trip records that document the departure
nd arrival time and stations. The dataset of DBSS in Singapore is collected from raw GPS coordinates of starting and ending
ocations of a trip. The GPS trajectories are preprocessed to remove GPS drifts and outliers using the approach from a prior study
n Singapore (Xu et al., 2019).

As shown in Fig. 1, we use regular grids to summarize the usage pattern of shared bicycles in the five cities for both DBSS and
BSS. A city area is divided into a regular 𝑤 ∗ ℎ grid map under a specific spatial resolution. During a time interval, the grid values

represent the number of bicycle pick-ups distributed in the city. As shown in Table 1, we set 1km as the spatial resolution and 1 h
as the temporal resolution for this study. At the 𝑘th time interval, the definition of a grid map (𝑋𝑘(𝑤, ℎ)) is shown in Eq. (1). 𝑥𝑘(𝑖, 𝑗)
denotes the number of pick-ups in the cell located in the 𝑖th row and the 𝑗th column at the 𝑘th time interval, defined in Eq. (2).

𝑋𝑘(𝑤, ℎ) =

⎡

⎢

⎢

⎢

⎢

⎣

𝑥𝑘(1, 1) 𝑥𝑘(1, 2) ⋯ 𝑥𝑘(1, ℎ − 1) 𝑥𝑘(1, ℎ)
𝑥𝑘(2, 1) 𝑥𝑘(2, 2) ⋯ 𝑥𝑘(2, ℎ − 1) 𝑥𝑘(2, ℎ)

⋮ ⋮ ⋱ ⋮ ⋮
𝑥𝑘(𝑤, 1) 𝑥𝑘(𝑤, 2) ⋯ 𝑥𝑘(𝑤, ℎ − 1) 𝑥𝑘(𝑤, ℎ)

⎤

⎥

⎥

⎥

⎥

⎦

(1)

𝑥𝑘(𝑖, 𝑗) =∣
{

𝑇 ∈ T𝑘 ∣ 𝑇 (𝑂) ∈ (𝑖, 𝑗) ∧ 𝑇 (𝐷) ∉ (𝑖, 𝑗)
}

∣ (2)

Here T𝑘 denotes the trajectories occurred in 𝑘th time slot; 𝑇 (𝑂) and 𝑇 (𝐷) represent the departure and arrival locations of a
trajectory 𝑇 , respectively; 𝑇 (𝑂) ∈ (𝑖, 𝑗) ∧ 𝑇 (𝐷) ∉ (𝑖, 𝑗) denotes a trajectory starts from the cell (𝑖, 𝑗) but ends in another cell except
the cell (𝑖, 𝑗); |⋅| denotes the cardinality of a set. In this study, trips that start and end in the same cell are excluded because they
do not affect the overall balance of bicycle supply and demand within a cell.

4. Methodology

4.1. Overall architecture of the proposed model

Fig. 2 illustrates the overall architecture of the proposed model. The model consists of three separate modules with the same
structure. Each module takes a specific set of historical observations (bike-sharing demand) as input. Instead of using all the historical
observations to train the model, we identify key periods with different levels of recency to the target period (for which the prediction
3

is made) and feed them into the three modules. The approach effectively reduces the time complexity of the training model by also
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Fig. 1. Spatial distribution of bicycle usage in five cities. (A) Singapore during 5–6 PM on August 25th, 2017; (B) London during 5–6 PM on August 24th,
2019; (C) Chicago during 1–2 PM on August 25th, 2019; (D) Washington, D.C. during 5–6 PM on August 25th, 2019; (E) New York during 5–6 PM on August
25th, 2019.

mitigating the negative effect of redundant information in historical data. This practice has proved to achieve better performance
than models trained using full historical observations (Zhang et al., 2017; Ren et al., 2020; Li et al., 2021; Wu et al., 2018). The
definitions of the three key periods (trend, period and closeness) will be elaborated in Section 4.3.

As shown in Fig. 2, each module adopts three layers of irregular convolutional architecture to capture the characteristics of
bicycle demand among urban areas. The vector sequence formed by flattening the output of the irregular convolution is used as the
input to the LSTM model1 to extract the temporal information in the sequence. The outputs of three hybrid modules are fed into a
feature fusion layer. The output of the feature fusion layer is activated by a non-linear function generating the predicted value. The
predicted value with its corresponding actual usage value participates loss estimation and backpropagation to update parameters in
the model. In the following section, we formally introduce the architecture of irregular convolutional network.

4.2. Irregular convolutional neural network

The major difference between irregular convolution and traditional convolution lies in the cells involved in the convolutional
operation. Generally, the number of cells involved in the convolution is known as the convolutional kernel size. Among cells
corresponding to each kernel, the cell being forecast is called the central cell, and the other cells involved in convolution are
called neighbors. Taking the convolutional kernel size of nine as an example, the neighbors involved in traditional convolution are
spatially adjacent to the central cell, as shown in Fig. 3A. In contrast, the neighbors can be located anywhere in the study area
for irregular convolution (Fig. 3B). In this study, for each central cell, we identify the top eight cells which show similar temporal
bicycle usage patterns observed from the historical observation data. We call these cells as semantic neighbors. Compared to the
traditional convolution, irregular convolution is more flexible to exploit cells with similar temporal usage patterns to the central
cell.

1 The description of the LSTM model is provided in Appendix.
4
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Fig. 2. Overall architecture of the proposed model.

Fig. 3. Illustration of traditional and irregular convolution with a kernel size of 9: (A) spatial neighbors are adjacent to the central cell in the regular convolution;
(B) in the irregular convolution, semantic neighbors are identified based on the top 8 cells with the highest similarity of temporal bicycle usage patterns to the
central cell.
5
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Fig. 4. Two similarity metrics adopted in this study: (A) Pearson correlation coefficient; (B) Dynamic time warping (DTW).

This study uses two metrics, namely, the Pearson Correlation Coefficient (Benesty et al., 2009; Kristoufek, 2014) and Dynamic
Time Warping (DTW) (Müller, 2007; Taylor et al., 2015), to quantify the similarity of temporal bicycle usage patterns between the
cells. Because these two metrics measure temporal similarity from different perspectives, we aim to assess which metrics tends to
result into a better prediction accuracy.

The Pearson correlation coefficient measures the strength of a linear association between two sequences. The coefficient is the
ratio between covariance of two variables and the product of their standard deviations. The two sequences are more positively
correlated when the ratio is closer to 1. Eq. (3) shows the calculation of the Pearson correlation coefficient. Fig. 4A shows an
example of the Pearson correlation coefficient of two bicycle usages sequences within 24 h.

𝑟𝑥𝑦 =
∑𝑛

𝑖=1 (𝑋𝑖 −𝑋)(𝑌𝑖 − 𝑌 )
√

∑𝑛
𝑖=1 (𝑋𝑖 −𝑋)

2 ∑𝑛
𝑖=1 (𝑌𝑖 − 𝑌 )

2
(3)

where 𝑋 and 𝑌 denote the means of sequence 𝑋 and 𝑌 , respectively. 𝑛 denotes the length of sequence.
For DTW, given two bicycle usage sequence 𝑋 = 𝑥1, 𝑥2,… , 𝑥𝑖,… , 𝑥

|𝑋|

and 𝑌 = 𝑦1, 𝑦2,…, 𝑦𝑗 ,… , 𝑦
|𝑌 |, the optimization objective is

to find a shortest warp distance between two sequences 𝑑𝑖𝑠𝑡(𝑊 ) (typically Euclidean distance), as shown from Eq. (4) to Eq. (6):

𝑑𝑖𝑠𝑡(𝑊 ) = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚(
𝑘=𝐾
∑

𝑘=1
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑤𝑘𝑖, 𝑤𝑘𝑗 )) (4)

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶

𝑊 = 𝑤1, 𝑤2,… , 𝑤𝐾 , 𝑚𝑎𝑥(|𝑋|, |𝑌 |) ≤ 𝐾 < |𝑋| + |𝑌 |
(5)

𝑤𝑘 = (𝑖, 𝑗), 𝑤𝑘+1 = (𝑖′, 𝑗′), 𝑖 ≤ 𝑖′ ≤ 𝑖 + 1, 𝑗 ≤ 𝑗′ ≤ 𝑗 + 1 (6)

where 𝐾 is the length of warp path, 𝑤𝑘 denotes the 𝑘th element of the warp path, 𝑖 and 𝑗 represent the index of a certain record
in two sequences 𝑋 and 𝑌 , respectively. 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑤𝑘𝑖, 𝑤𝑘𝑗 ) is the distance between two records (the former from 𝑋 and the latter
from 𝑌 ) in the 𝑘th element of the warp path. Thus, a cost matrix 𝐷 is constructed based on the distance from any record in one
of sequences (𝑋∕𝑌 ) to any record in another sequence (𝑌 ∕𝑋). DTW adopts a greedy search from 𝐷(|𝑋|, |𝑌 |) to 𝐷(1, 1) to find the
minimum distance between two sequences. In this study, we use historical observations of each cell during the whole training period
to estimate the similarity. The length of the evaluated sequences are the same for two mentioned metrics (𝑛 = |𝑋| = |𝑌 |). Fig. 4B
shows an example of finding the shortest-distance warp path based on the cost matrix 𝐷 for two bicycle usage sequences.

The irregular convolutional computation is analogous to the traditional convolution:

𝑦(𝑖, 𝑗) = 𝑏(𝑖, 𝑗) +
𝐶𝑖𝑛
∑

𝑐=1

𝑆
∑

𝑠=1
𝑥𝑠𝑐 (𝑖, 𝑗)𝑤

𝑠
𝑐 (7)

Here 𝐶𝑖𝑛 denotes the number of channels in input 𝑥(𝑖, 𝑗); 𝑆 denotes the size of convolutional kernel; 𝑥𝑠𝑐 (𝑖, 𝑗) represents the semantic
neighbor 𝑠 associated with central cell 𝑥(𝑖, 𝑗) in the channel 𝑐; 𝑤𝑠

𝑐 denotes the weight in the convolutional kernel corresponding to the
semantic neighbor 𝑥𝑠𝑐 (𝑖, 𝑗); 𝑏(𝑖, 𝑗) denotes the learnable bias. Technically, the implementation of irregular convolution is a weighted
summation, as shown in Eq. (7). To identify the elements in each convolution computation, one of the necessary procedures is to
reconstruct a tensor that assigns semantic neighbors to their corresponding central cells through a look-up table. This look-up table
6
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is built based on the similarity metric of bicycle usage patterns (Pearson/DTW) and documents the central cell’s id with its semantic
neighbors’ ids. More details about the implementation of the proposed model are illustrated in the code that is open-sourced and
available online.2 We also released a sample dataset (station-based system in New York) used in our study, facilitating readers to
better understand the mechanism of the proposed model.

4.3. Definitions of trend, period and closeness

As mentioned in 4.1, given a target period (for which the prediction is made), we identify three key periods from historical
observations according to the levels of recency to the target period. We name them as 𝐶𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠, 𝑃𝑒𝑟𝑖𝑜𝑑, and 𝑇 𝑟𝑒𝑛𝑑 (Fig. 2). The
purpose of selecting observations from these periods as inputs is to reduce the negative impact of redundant information in the
whole training data on model performance while lowering the training time complexity. For example, the usage patterns of shared
bicycles during peak hours may be similar during weekdays, and bicycle usage might be associated with that at the same time in
the previous week. This strategy of identifying key periods as training input has proved to achieve better performance than models
trained using full historical observations (Zhang et al., 2017; Ren et al., 2020; Li et al., 2021; Wu et al., 2018). In this study, the
definitions of such three key periods are given in Eq. (8) to Eq. (10).

𝑐𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠
𝑡 = {𝑋𝑡−𝑙𝑐 , 𝑋𝑡−(𝑙𝑐−1),… , 𝑋𝑡−1} (8)

𝑝𝑒𝑟𝑖𝑜𝑑
𝑡 = {𝑋𝑡−24∗𝑙𝑝 , 𝑋𝑡−24∗(𝑙𝑝−1),… , 𝑋𝑡−24} (9)

 𝑡𝑟𝑒𝑛𝑑
𝑡 = {𝑋𝑡−7∗24∗𝑙𝑞 , 𝑋𝑡−7∗24∗(𝑙𝑞−1),… , 𝑋𝑡−7∗24} (10)

We select 𝑙𝑐 as 24 to capture historical shared bicycle usage data in the past 24 h. The value of 𝑙𝑝 is set as 7 to select the usage
data at the same time for each day in the past week. 𝑙𝑞 is chosen as 2 to provide historical information at the same time in the past
week and the week before the past. The time complexity of training a model using the above mentioned key periods will be lower
than that of training with a lengthy period of data.

The outputs of three separate modules are fused for the final forecast. We adopt the weighted element-wise addition method
to merge the three spatial–temporal features, including 𝑡𝑟𝑒𝑛𝑑 , 𝑝𝑒𝑟𝑖𝑜𝑑 and 𝑐𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠. Then, the feature map is activated by a 𝑡𝑎𝑛ℎ
function to generate the prediction values 𝑋̂𝑡 that participates in the loss and backpropagation with the actual bicycle usage 𝑋𝑡.
The computation of the prediction values 𝑋̂𝑡 is shown Eq. (11).

𝑋̂𝑡 = 𝑡𝑎𝑛ℎ( ) = 𝑡𝑎𝑛ℎ(𝑊𝑡◦𝑡𝑟𝑒𝑛𝑑 +𝑊𝑝◦𝑝𝑒𝑟𝑖𝑜𝑑 +𝑊𝑐◦𝑐𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠) (11)

where 𝑊𝑡, 𝑊𝑝 and 𝑊𝑐 denote the learnable parametric vectors with the same shape size of the corresponding feature,  is the
feature map after fusion, and 𝑡𝑎𝑛ℎ denotes the activation function.

4.4. Hyperparameter settings and benchmark models

Since we adopt two metrics to quantify the similarity of temporal usage patterns, the performance of two variants of
IrConv+LSTM is evaluated in this study. We name them as IrConv+LSTM:P and IrConv+LSTM:D, respectively. The hyperparameters
for both variants are the same and refer to several existing studies (Liu et al., 2018; Yang et al., 2019; Zhang et al., 2018). Three
irregular convolutional layers in each separate module operation (shown in Fig. 2) are adopted with 32 filters, 16 filters, and 1
filter, respectively. The last filter in the irregular architecture is to aggregate the high-dimensional information into one channel.
The convolutional kernel size for two variants of our model is set as nine.

We select five benchmark models that are commonly used to predict bike-sharing demand and can be applied to dockless
and station-based systems, including one parametric model (ARIMA) and four deep learning models (LSTM, GRU, STRN, and
CNN+LSTM). These five benchmark models are adopted for performance comparison with two IrConv+LSTM variants.

• ARIMA: Auto-Regressive Integrated Moving Average model is a parametric model widely used for time series forecasting.
ARIMA is a combination of the differenced autoregressive model (AR) with the moving average model (MA) (Kumar and Jain,
1999). ARIMA can handle non-stationary sequences by replacing the data values with the difference between their values and
the previous values to obtain stationary sequences. Thus, ARIMA is widely adopted to predict traffic status that is dynamically
changed over time, such as traffic accidents, traffic speed, and traffic volume (Avuglah et al., 2014; Billings and Yang, 2006;
Lee and Fambro, 1999).

• LSTM: Long Short-Term Memory is a widely used deep learning architecture in the field of traffic prediction (Zhao et al., 2017;
Fu et al., 2016; Shin et al., 2020). As a variant of Recurrent Neural Network (RNN), one of the advantages of LSTM is that
it can capture the information for both long and short periods of time by introducing gate theory (with three gates). LSTM
is effective for processing long sequences of input data because it tackles the gradient vanishing and explosion problems that
can be encountered when training traditional RNN models.

2 https://github.com/joeyleehk/IrConv-LSTM
7
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• GRU: Gated Recurrent Unit, another variant of RNN, is also commonly used deep learning model for traffic prediction (Cho
et al., 2014; Fu et al., 2016; Zhang and Kabuka, 2018; Dai et al., 2019). Compared to LSTM, the architecture of GRU is
simplified, and the speed of training is faster. In specific, GRU only adopts two gates (update and reset gates) to model the
short- and long-term dependency in temporal sequences. Although the architecture of GRU is simpler than LSTM, many studies
find that the performance of GRU is similar to or even better than LSTM networks (Wang and Kim, 2018; Chen et al., 2020).

• STRN: Spatial–Temporal Residual Network is a hybrid deep learning prediction model initially proposed to forecast short-term
pedestrian volume (Zhang et al., 2017). It consists of three Residual Convolutional Neural Networks (ResNet). The spatial
features captured by ResNets from multiple fragments of historical data are fused together for the final prediction. The strategy
of adopting fragments of historical data to train deep learning prediction models has been referenced in many studies (Liu
et al., 2019; Ren et al., 2020; Li et al., 2021; Du et al., 2019b).

• CNN+LSTM: CNN+LSTM is a hybrid deep learning model for spatial–temporal prediction. This model couples a traditional
convolution and an LSTM model to extract historical spatial–temporal information for the prediction. It has been adopted
for traffic prediction by several studies (Kim and Cho, 2019; Cao et al., 2020). The difference between this model and our
proposed model is that CNN+LSTM adopts traditional convolution involving spatial neighbors.

To make the prediction results of IrConv+LSTM and CNN+LSTM comparable, we set similar hyperparameters and structures
or both of them. Specifically, three hybrid modules in CNN+LSTM extract spatial–temporal information from their respective key
istorical periods for modeling. The definitions of such three key periods in CNN+LSTM is the same as them in our model. Each
eparate module also contains three traditional convolution layers with 32 filters in the 1st layer, 16 filters in the 2nd layer, 1 filter
n the 3rd layer. The convolutional kernel size adopted in CNN+LSTM is also set as nine. The pooling layer is not adopted in either
NN+LSTM or the proposed model since the pooling process will reduce the output size. The hyperparameter settings of STRN are
eferred to the settings in article (Zhang et al., 2017). The parameters of all benchmarks have been calibrated to achieve optimal
rediction results.

We use the first 80% of the hourly usage data as the training data and the last 20% data to validate the performance of models
n each city, as shown in Table 1. In addition, the training data for each city are used to evaluate the similarity of temporal bicycle
sage patterns among cells. The loss function of all deep learning models in this study is the MSELoss function. Eq. (12) defines
he MSELoss function that is used to measure the errors between the prediction value and the ground truth (Wang et al., 2016).
he optimization algorithm for updating parameters in deep learning models is important for backpropagation. This study employs
MSProp (Root Mean Square Prop) as the optimization algorithm across all deep learning models (Graves, 2013). Moreover, three

ndicators are employed to evaluate the performance of models, including Mean Absolute Percentage Error (MAPE), Root Mean
quare Error (RMSE), and Mean Absolute Error (MAE) (Zhang et al., 2017; Ren et al., 2020; Zhang et al., 2020b). The definitions
f them are shown from Eq. (13) to Eq. (15).

𝑀𝑆𝐸 = 1
𝑛

𝑛
∑

𝑖=1
(𝑦̂𝑖 − 𝑦𝑖)2 (12)

𝑀𝐴𝑃𝐸 = 100%
𝑛

𝑛
∑

𝑖=1
|

𝑦̂𝑖 − 𝑦𝑖
𝑦𝑖

| (13)

𝑅𝑀𝑆𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1
(𝑦̂𝑖 − 𝑦𝑖)2 (14)

𝑀𝐴𝐸 = 1
𝑛

𝑛
∑

𝑖=1

|

|

𝑦̂𝑖 − 𝑦𝑖|| (15)

Here 𝑦̂𝑖 denotes the prediction result and 𝑦𝑖 denotes the actual value of bicycle usage. All deep learning frameworks are
constructed on the Pytorch platform (Paszke et al., 2019). Also, the models are built on a server with NVIDIA Tesla V100 and
a workstation with NVIDIA RTX 2070 Super Graphics Card.

5. Analysis results

5.1. Overall accuracy of the proposed model and benchmark models

In this section, we compare the overall accuracy between our proposed model and the benchmark models. Table 2 shows the
overall accuracy of two variants of our proposed model and other benchmark models. Given a specific indicator, the model with
the best performance is marked with ∗ in Table 2.

Generally, our proposed model achieves better performance than other baseline models across five cities based on the prediction
accuracy. As a typical parametric model, ARIMA is hard to process the non-stationary sequence and cannot leverage any spatial
dependency of bike-sharing usage. Thus, it achieves the lowest accuracy of forecasting bicycle demand across five cities. Unlike
ARIMA, two variants of the RNN model (LSTM and GRU) are effective in extracting temporal correlation from historical observations
in each urban area by using the recurrent process. Hence, the results of LSTM and GRU are better than that of ARIMA. However, these
RNN-based deep learning models still cannot utilize the spatial correlation of bicycle usage among cells for prediction. Based on the
results, the hybrid deep learning model that couples convolution architectures and LSTM model to extract spatial–temporal features
8
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Table 2
Overall accuracy of all models across five cities.

City Index ARIMA LSTM GRU STRN CNN+LSTM IrConv-LSTM:P IrConv-LSTM:D

Singapore
MAPE 0.8488 0.6715 0.6853 0.7026 0.6696 0.5617∗ 0.5638
MAE 2.6267 2.2411 2.4920 2.2488 2.0971 1.9727 1.9655∗

RMSE 4.0656 3.4403 3.8716 3.3602 3.2243 3.0911 3.0764∗

Chicago
MAPE 1.3000 0.8615 0.7536 0.7131 0.7584 0.7240 0.6028∗

MAE 4.6156 3.6955 3.1127 2.5619 2.8373 2.4036 2.2047∗

RMSE 12.6296 10.1246 7.3725 4.7583 6.5034 4.7802 4.3356∗

Washington, D.C.
MAPE 0.9672 0.7133 0.7089 0.6858 0.6492 0.5599∗ 0.5675
MAE 3.7649 2.3535 2.4487 2.3327 2.4026 1.9758 1.9697∗

RMSE 7.2917 4.0227 4.1485 4.0657 4.0718 3.3669 3.3590∗

New York
MAPE 2.9407 0.7479 0.7162 0.7770 0.7153 0.6243 0.6201∗

MAE 16.9310 7.5721 7.5848 7.2278 6.1815 5.9865 5.7769∗

RMSE 31.7418 15.3383 14.7946 13.7237 11.3954 11.3385 10.8141∗

London
MAPE 1.7924 0.7483 0.7815 0.6753 0.6862 0.5852 0.5523∗

MAE 8.7771 4.8125 4.9858 4.2348 4.0423 3.7829 3.5785∗

RMSE 17.8831 9.4463 9.3810 7.1533 7.2279 6.6326 6.2960∗

of bicycle usage generally outperforms LSTM/GRU in all cities. Moreover, STRN also performs better than LSTM. Although STRN
and CNN+LSTM achieve good prediction results, the performance of our proposed model is still better than them in all indicators.
Notably, our proposed model achieves an improvement of MAPE from 8% (in Washington, D.C.) to 12% (in London), compared to
the model with the best performance in four benchmarks.

Compared to CNN+LSTM, our proposed model only replaces the spatial neighbors involved in regular convolution with
he semantic neighbors adopted in irregular convolution. However, the prediction accuracy of our model is much higher than
NN+LSTM across five cities. Specifically, among five cities, our approach achieves an improvement of MAPE by 8%–15% compared
o CNN+LSTM. Such results imply that the semantic neighbors are more effective than spatial neighbors for predicting bike-
haring usage. The semantic neighbors are identified according to the similarity of temporal bicycle usage to their corresponding
entral cells. Although the semantic neighbors are not always spatially adjacent to their central cells, they can provide essential
nformation for spatial–temporal modeling than the spatial neighbors. In other words, the semantic neighbors selected based on
he similarity of bicycle usage patterns are more appropriate than spatial neighbors for short-term bike-sharing demand prediction.
he possible reason is the uncertainty in the spatial relationship of bicycle usage between neighboring urban areas over two types
f bike-sharing systems (Gong and Yamamoto, 2019; Du et al., 2019a). Some factors shaping users’ travel behaviors affect this
elationship uncertainty, such as built environment characteristics, urban functions, etc. Thus, this uncertainty can be introduced
nto the prediction model with regular convolution architecture, affecting the model performance. Instead, the selection of semantic
eighbors depends on the similarity (relationship) of bicycle usage patterns among urban areas. Therefore, involving semantic
eighbors in the irregular convolution is a good strategy for predicting shared-bicycle usage. We further analyze the differences
etween semantic and spatial neighbors in Section 5.4, facilitating our understanding of what affects the model performance.

We also find that the performance of the variant with DTW metric is better than the variant with Pearson measure in most
ities. The variant with Pearson correlation coefficient only performs slightly better in two cities (Singapore and Washington D.C.)
rom the perspective of MAPE. Based on the characteristics of Pearson correlation coefficient, the usage variations of two measured
equences are simply reflected by their respective standard deviations, and the temporal offsets between such two sequences cannot
e quantified by the coefficient. In contrast, DTW metric is effective to measure the similarity of usage variations between two
equences by calculating the distance of each record in one sequence to all other observations in the other. Moreover, the shortest
arping distance between the sequences searched by DTW can quantify their similarity more precisely without the effects of

emporal offsets. In sum, our proposed model achieves the best overall performance compared to other baseline models. Moreover,
TW metric is an effective way to select semantic neighbors involved in the irregular convolution.

.2. Performance of models over cells with varying levels of bicycle usage

When operating bike-sharing systems, one of the important tasks is to satisfy users’ travel needs. However, bike-sharing demand
s not evenly distributed in urban areas. The number of areas with high user demand is relatively small but most users intend to
ide bicycles in such areas. In contrast, areas with low demand require fewer bicycles, but they are widely distributed in the city.
herefore, there is a trade-off when allocating bicycles across urban areas. If the travel demand in areas with different usage can
e precisely predicted, it is helpful for the deployment of bicycles.

We separate the cells into five quantiles in each city according to their respective hourly usage to assess the models’ performance
ver these quantiles. Fig. 5 shows the MAE distributions of each quantile of bicycle usage in the five cities. We find that the
erformance of our model is better than baseline models across five quantiles of bicycle usage in most cities. Particularly, for
hese high-demand cells, the prediction accuracy of our proposed model is higher than other benchmarks. For example, the average
AE of our approach is less than 17 bicycles in Singapore, lower than that of the benchmarks. Also, the maximum MAE in Chicago

s close to 10 bicycles, much smaller than other benchmarks. However, in Washington, D.C., and New York, the average MAE of
9
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Fig. 5. Performance of models in cells with various levels of bicycle usage. The cells in each city are divided into five quantiles according to their respective
ourly usage, in order from low to high usage shown in horizontal axes.

ur approach is similar to that of other baseline models. This fact indicates that our approach has a similar prediction ability to
he other models in such two cities with large bicycle usage. Additionally, our proposed model achieves better performance on the
ther quantiles of bicycle usage. Even in low-demand areas in most cities, our proposed model’s average MAE is lower than the
ther baseline models. To sum up, IrConv+LSTM has achieved better performance over areas with varying levels of bicycle usage.

.3. Performance of models during peak hours

Another important task in operating bike-sharing systems is meeting the users’ needs during the morning and evening commuting
ours. For example, in some cities, there are many users who prefer to ride bicycles to address first- and/or last-mile problems during
he morning and evening peak hours (Xu et al., 2019; Midgley, 2011). The operators need to allocate enough available bicycles for
sers during such peak hours. Accurate bicycle demand forecasting can help them develop proper scheduling plans to satisfy users
ith as little cost as possible.

We select the morning peak (7:00–10:00 AM) and evening peak (5:00–8:00 PM) observations from the validation datasets to
ssess the models’ performance in each city. Fig. 6 represents the prediction accuracy of each model during peak hours in five cities
ased on the two indicators (MAPE and MAE). The prediction error of our proposed model is the lowest across five cities during
oth peak hours. Specifically, in London, the MAE of IrConv+LSTM:D is smaller than five during the evening period, better than
he benchmarks. In Chicago, the MAPE of our approach is close to 50% during both peak periods, which is smaller than other
aseline models. Although IrConv+LSTM performs similarly to CNN+LSTM in Singapore during both peak hours, the performance
f IrConv+LSTM is stable and better across all five cities. Comparing the two variants of our proposed model, the performance of
he variant adopted DTW metric is more robust in most cities than the variant with the Pearson measure. To sum up, our model
10

utperforms the benchmarks during peak hours in five cities.
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Fig. 6. Performance of models during peak hours: (A–D) Singapore; (E–H) Chicago; (I–L) Washington D.C.; (M–P) New York; and (Q–T) London.

5.4. Comparative analysis between semantic and spatial neighbors

As mentioned in Section 5.1, our approach involving semantic neighbors in irregular convolution has a notable improvement in
model performance compared to the benchmark (CNN+LSTM) incorporating spatial neighbors in traditional convolution. Here we
perform an additional analysis to gain insights into the spatial relationship between cells’ semantic and spatial neighbors.

First, we analyze the difference in temporal similarity between the central cell and spatial neighbors vs. the central cell and
semantic neighbors. As shown in Fig. 7, the similarity of temporal usage patterns between central cells and their semantic neighbors
is generally higher than that between central cells and their spatial neighbors. Combined with the prediction accuracy of our model
and CNN+LSTM, the similarity of semantic neighbors is more effective in enhancing the accuracy of deep learning models. However,
the traditional convolution fails to leverage such similarity due to its structural limitations. Moreover, the similarity differences
between the two types of neighbors imply that directly applying traditional convolution involving spatial neighbors for shared bicycle
11



Transportation Research Part C 147 (2023) 103984X. Li et al.
Fig. 7. (A) Distribution of average Pearson correlation coefficients between the central cell and spatial neighbors vs. semantic neighbors; (B) Distribution of
average DTW distance between the central cell and spatial neighbors vs. semantic neighbors.

Fig. 8. Number of overlapping cells between a central cell’s spatial and semantic neighbors: (A) an example representing overlapping cells between spatial and
semantic neighbors; (B) results based on Pearson correlation coefficient; (C) results based on Dynamic Time Warping (DTW).

usage prediction might not always achieve desirable performance. In the five study sites evaluated in this research, CNN+LSTM based
on regular convolution architecture performs worse than our proposed model.

From a spatial point of view, we evaluate the extent to which semantic neighbors overlap with spatial neighbors. Fig. 8 shows
the distributions of overlap cells between spatial and semantic neighbors in five cities. We find that more than 70% of central cells
have their spatial and semantic neighbors sharing less than two cells, which can be observed under both Pearson and DTW metrics.
This fact indicates that the semantic neighbors are mainly distributed at non-spatially adjacent areas to the central cells, further
illustrating the difference between semantic and spatial neighbors. In other words, some areas in a city, though far apart, could show
relatively similar temporal bicycle usage patterns than spatially adjacent areas. This is potentially attributed to built environment
characteristics, urban functions, and other factors that shape users’ travel behavior across urban areas.

6. Discussion and conclusion

This paper proposes a hybrid deep learning model coupling irregular convolution architecture and LSTM modules to predict
bicycle usage demand across one dockless bike-sharing system in Singapore and four station-based systems in Chicago, Washington
D.C., New York, and London. The irregular convolution is applied over semantic neighbors that refer to places with temporal usage
patterns similar to those of the areas being forecast. To measure the cells’ similarity and build the semantic neighbors, one variant
of our model uses the Pearson correlation coefficient while the other adopts Dynamic Time Warping (DTW). Our proposed model
and four benchmark models are evaluated in five cities. Based on the prediction results, the proposed model generally outperforms
the benchmarks across five cities. The prediction accuracy of the proposed model is also higher than that of the benchmarks in areas
with different bicycle usage levels and during peak hours. Comparing the two variants of our model, the performance of the variant
with the DTW metric is better than that of the variant with the Pearson coefficient metric in most of the cities.

We find that the semantic neighbors adopted in the irregular convolution are quite different from the spatial neighbors involved
in the traditional convolution. Specifically, the similarity of temporal usage patterns between the central cells and their semantic
neighbors is generally higher than that between the central cells and their spatial neighbors under both the Pearson and DTW metrics.
Unlike the spatial neighbors, the semantic neighbors are mainly distributed in areas that are not spatially adjacent to their central
cells. The model comparison suggests that relating areas that share similar temporal usage patterns through irregular convolution
12
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is helpful to improving the prediction accuracy. The findings also indicate that the neighbors involved in the convolution and the
metrics for quantifying similarity (e.g., Pearson correlation vs. DTW) among urban areas tend to influence the performance of the
prediction model.

The study suggests that ‘‘thinking beyond spatial neighbors’’ can inspire new solutions that improve short-term travel demand
rediction. The implications go beyond applications of bike-sharing systems. In general, a reliable travel demand or traffic prediction
odel requires a good understanding on the spatial–temporal dependency of historical travel demand. Although the subjects being

tudied could vary (e.g., vehicles, cyclist, pedestrians and goods), it is reasonable to assume that there exists spatial autocorrelation
n travel patterns. This partially explains why deep learning architecture with typical CNN (i.e., by capturing spatial dependency)
s helpful to improving travel demand prediction in different transportation applications. However, given that travel patterns are
ffected by spatial variations of built environment characteristics, urban functions and socioeconomic characteristics, areas close to
ach other might show different travel dynamics that are sometimes not correlated over time. Therefore, the typical CNN architecture
an sometimes introduce ‘‘noise’’ into the prediction process. The irregular convolution with semantic neighbors is one example of
any possible strategies to overcome this limitation.

The findings of this study have broad implications for other types of deep learning prediction models. As described earlier,
everaging the hidden linkage among urban areas exhibiting similar bicycle usage patterns facilitates the prediction model
erformance. This strategy also can be applied to other types of deep learning prediction models. For example, the similarity of
icycle usage patterns could be involved in the definition of adjacency matrix when adopting GCN to capture the relationship
f bicycle usage for bike-sharing demand prediction. As another novel deep learning technique, attention mechanism is widely
dopted for bike-sharing demand prediction (Zi et al., 2021; Ma et al., 2022; Lee and Ku, 2022). This mechanism facilitates the
odel selectively concentrating on a few input data/features that are important for the prediction. The similarity of bicycle usage
atterns could be incorporated into the attention mechanism, allowing the prediction model to better identify which data/features
an further improve the model’s performance. Therefore, we believe that the strategy introduced in this paper can also be applied
n the context of other novel deep learning models for achieving better performance.

In this study, the semantic neighbors are identified solely based on the temporal similarity in historical bicycle usage patterns.
hese areas with similar temporal travel patterns could signify potential similarities in built environment characteristics and other
actors that shape cycling behaviors. However, these environmental and socioeconomic characteristics are not directly utilized in our
roposed model. A possible direction for future research is to consider both travel patterns and environmental factors for defining
imilarities and identifying semantic neighbors. Combining these static (e.g., built environment characteristics) and dynamic features
i.e., bicycle usage patterns) may further improve the robustness of the prediction model.
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ppendix. The structure of long short-term memory network

We adopt the Long Short-Term Memory (LSTM) model to extract temporal information from the features captured by the irregular
onvolutional network (Xiangxue et al., 2019; Fu et al., 2016; Du et al., 2019b; Hochreiter and Schmidhuber, 1997). The structure
f LSTM is shown in Fig. A.9. As a variant of Recurrent Neural Network, LSTM adopts the gate theory to control the information
aptured from both long and short periods of time for avoiding gradient descent or explosion. The computations of LSTM are shown
rom Eq. (A.1) to Eq. (A.6).

𝑓𝑡 = 𝜎(𝑊𝑖𝑓𝑥𝑡 + 𝑏𝑖𝑓 +𝑊ℎ𝑓ℎ𝑡−1 + 𝑏ℎ𝑓 ) (A.1)

𝑖𝑡 = 𝜎(𝑊𝑖𝑖𝑥𝑡 + 𝑏𝑖𝑖 +𝑊ℎ𝑖ℎ𝑡−1 + 𝑏ℎ𝑖) (A.2)

̃

13

𝐶𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑖𝑐𝑥𝑡 + 𝑏𝑖𝑐 +𝑊ℎ𝑐ℎ𝑡−1 + 𝑏ℎ𝑐 ) (A.3)
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Fig. A.9. The structure of Long Short-Term Memory Network.

𝑜𝑡 = 𝜎(𝑊𝑖𝑜𝑥𝑡 + 𝑏𝑖𝑜 +𝑊ℎ𝑜ℎ𝑡−1 + 𝑏ℎ𝑜) (A.4)

𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ 𝐶𝑡 (A.5)

ℎ𝑡 = 𝑜𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝐶𝑡) (A.6)

ere 𝑓𝑡, 𝑖𝑡 and 𝑜𝑡 are the forget, input and output gates, respectively. 𝑊∗ and 𝑏∗ are respectively learnable weights and bias. ⊙ is the
adamard product, and 𝜎 denotes the sigmoid function. Particularly, the input 𝑥𝑡 is the feature captured by irregular convolutional
etwork at time 𝑡; 𝐶𝑡 denotes the cell state at time 𝑡 aggregating the information from forget, input gates, cell state and hidden
tate of the previous layer; ℎ𝑡 represents the hidden state that incorporates the information from 𝐶𝑡 and the output gate. According
o the equations of LSTM, the hidden state is essential for controlling short-term temporal information, while the cell state stores
he long-term temporal information. Therefore, LSTM achieves good performance in prediction by capturing short- and long-term
emporal information. Besides, LSTM only accepts vectors as the input in each time interval. As a result, the information captured
y the irregular convolution are flattened as a vector then input to LSTM model (shown as Fig. A.9).
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